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The reaction kinetics has been investigated of a general monomolecular reaction between" 
components, where reactions between some components are reversible and between others 
irreversible. The reacting components may be divided into groups so that all the components 
inside one group may change reversibly into each other, whde reactions between components 
of different groups are irreversible. The reaction kinetics for each reversible group may be found 
similarly to the case where all the reactions are reversible; solutions for the individual reversible 
groups may be used to obtain solution for the whole system. A solution was also found to a dif­
ficult case in which matrices have multiple eigenvalues for irreversible consecutive reactions, 
namely, for a general case of degeneracy. Formulas are given for the calculation of derivatives 
of concentrations of the individual components with respect to parameters. The equations thus 
derived were applied to the reaction kinetics of a polymeranalogous reaction (e .g., hydrolysis 
of polyacrylonitrile). 

In the preceding paperl we investigated the reaction kinetics of a reversible mono· 
molecular reaction between n components. In this paper, a solution is found for 
a general case where some reactions are reversible and some others are irreversible. 
In this case the components may be divided into groups so that components of the 
same group may reversibly change into each other, while reactions between com­
ponents of different groups are irreversible. In order to solve the reaction kinetics, 
the kinetics of each reversible group is solved separately by employing a procedure 
analogous to the solution of a reversible system in ref. l ; solutions for the individual 
groups are then used to obtain a solution for the whole system. In this step, a loss 
of accuracy occurs, if different reversible groups possess very close eigenvalues Ak • 

For the case of the equal eigenvalues in the different reversible groups the solution 
fails. This difficulty is rather easily removed by dividing the matrices Rand S into 
a regular part, which does not contain differences between very close eigenvalues 
in the denominator, and a singular part, which has non-zero off-diagonal elements 
only between very close eigenvalues. Results of the solution to the reaction kinetics 
are applied to a polymeranalogous reaction 2

-
6 (e.g ., hydrolysis ·of polyacrylo­

nitrile), where they allow us to find a general solution to the kinetics without intro­
ducing any statistical assumptions. In this case all the reactions are irreversible, 
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so that each of the reversible groups contains a single component only and the solu­
tion to the kinetics of the reversible groups is not requested . 

Since the mathematical part of this paper is very closely related to ref. I , the num­
bering of equations started in ref. l is continued in this paper. In other words, equa­
tions in this paper are numbered starting from number (30), while references in the 
text to Eqs (1)-(29) mean automatically references to Eqs (1)-(29) in reU. Also 
all the mathematical symbols introduced in ref. l keep their meaning in this paper. 

Derivation of the Time Dependence of Concentrations of th e Individual 
Compon ents and Their Derivatives with Respect 
to Param eters for a Monomolecular Reaction Between n Components , 
where Some Reactions Are Irreversible 

Ifin the reaction scheme of a monomolecular reaction between n components some 
reactions are reversible and some are irreversible, it follows from the second law 
of thermodynamics (i.e. from the validity of Eq. (7) - as has been pointed out in the 
introduction, the reference regards Eq. (7) of ref. l

) that the reacting components 
may be divided into groups, so that 

1) the reaction between two components belonging to the same group proceeds 
either in both directions or in neither of them, and each component may change 
into any other in the same group either directly or through one or several inter­
mediates; 

2) between two components which belong to different groups the reaction proceeds 
either in one direction or does not proceed at all; more generally, if component A 
can change into component B (either directly or through intermediates), component B 
cannot change into component A (either directly or through intermediates), if A and B 
belong to different groups. 

It follows from property (2) that the groups may be arranged so that the component 
of any group may change into components in the following groups only and not 
into those in the preceding ones. If matrix K (ref. I) is divided into blocks with respect 
to groups, then in such an arrangement the off-diagonal block matrices lying below 
the main diagonal are zero. Hence, the diagonalization of matrix K is separated 
into the diagonalization of blocks, each of which corresponds to one reversible group. 

If neither of the components of a group changes into the components of the other 
groups, the respective block Kkk of matrix K is quite identical with the reversible 
scheme and the solution is the same l

. In the opposite case we need to define c~ values 
in this block, which here have not the meaning of equilibrium concentrations, but are 
needed for the definition of the matrix r and for further calculation. For this purpose, 
we put the rate constants of all the reactions to components of other groups equal 
to zero and define c~ for the reversible scheme thus obtained. The reintroduction 
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of neglected rate constants affects only the diagonal elements of the block Kkk of the 
matrix K corresponding to the group in question , so that the matrix A .... = rK"k r- 1 

remains symmetrical also after this reintroduction. The solution of this block is ana­
logous to that of the reversible scheme, but An = 0, rin = 1, and sni = c~ does not 
hold . lfthe smallest (in the absolute value) eigenvalue An is not too close to the second 
smallest }'n -1' the group attains after some time a quasistationary state, in which 
the concentration of the i-th component is proportional to Sni and concentrations 
of all the components decrease as eAnl with time. Of course, the sni values are generally 
different from the c~ values introduced above. 

This solution yields for each reversible group matrices RH . and Ski< and a diagonal 
matrix Alt . Now, it is our task to obtain matrices R, S, and T for the whole system 
from these data. Similarly to the matrix K, also in these matrices the off-diagonal 
block-matrices below the main diagonal are zero, i.e. Rkm = 0, Skm = 0, T km = ° 
for k > m. The diagonal blocks of matrices Rand S are matrices Rkk and Skk found 
in the solution of the individual groups. In order to determine off-diagonal blocks, 
we introduce the auxiliary block-diagonal matrix Ro, the diagonal blocks of which 
are equal to Rkk and the off-diagonal ones are zero, and matrix So with diagonal 
blocks equal to Skk and off-diagonal ones equal to zero. We also introduce matrices 
P = SoR, Q = SRo, and F = SoKRo. For their blocks it holds that PH = Qkk = E, 
Fkk = A k, Pkm = SkkRkm, Qkm = SkmRmm, Fkm = SkkKkmRmm· For k > In all the 
block-matrices X km are zero. The matrix F is triangular, which makes possible an easy 
calculation of the blocks of matrices Rand S. The equation KR = R A is multiplied 
by So from the left and rewritten as SoKRo. SoR = SoR . A, or FP = P A. The 
last equation is rewritten with respect to blocks and components, with the first 
and last terms separated in the block multiplication: 

m-1 
).\k)(Pkm)ij + ( L FksPsm)ij + (Fkm)ij = (Pkm)ij A~m) , 

0=k+1 

where ).~k) is the i-th eigenvalue of the k-th block Kkk of the matrix K, and the nota­
tion (Xkm)ij denotes the element (i, j) of the block X km of the matrix X. Hence, 

m-1 
(Pkm)ij = ((Fkm)ij + ( L Fks Psm)ij)/(A~m) - ).\k»). (30) 

l=k+1 

For k = m - 1, the sum in this equation is empty, and the matrix P m-1 m may be 
calculated directly. Thus, Eq. (30) is a recurrent formula for the calculation ~f matrices 
Pkm with fixed m and decreasing k. 

Similarly, from the equation QF = AQ we derive 

m-l 
(Qkm)ij = ((Fkm)ij + ( L QksFsm)ij)/().~k) - ).~m») . ( 31) 

$=k+l 
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Eq. (31) is a recurrent formula for the calculation of matrices Qkm with fixed k and 
increasing m. A simpler way for obtaining the matrix Q consists in the inversion 
of matrix P according to 

m - l 

(Qkm)ij = -( L QksPsm)ij, k < m , Q kk = E, (32) 
5=k 

which is a recurrent formula with fixed k and increasing m, or on the contrary, we may 
calculate the matrix Q using Eq. (31) and the matrix P using the equation 

m 

(Pkm)ij = -( L QkSPSm)ij, k < m, Pmm = E, (33) 
.=k+l 

which is a recurrent formula with fixed m and decreasing k. 
One can see from Eqs (30), (31) that the matrices P, Q exist, if one cannot find 

two equal eigenvalues corresponding to two different reversible groups. If, however, 
in the reaction scheme components of one of these groups (that with the lower 
index) cannot change into those of the other group, either directly or through inter­
mediates , the numerators in Eqs (30) , (31) are zero, and hence the matrices Pkm , Qkm 
are zero. If such a situation arises for all the pairs of equal eigenvalues in different 
blocks, the matrices P, Q exist in this case also. If, on the other hand, at least one 
of the numerators in Eqs (30) or (31) is nonzero for at least one pair of equal eigen­
values, each of which belongs to another reversible group, the matrices P and "Q­
do not exist. For very close eigenvalues (i.e. if the numerator is very large compared 
to the denominator), the procedure described below becomes numerically unstable. 

If the matrices P, Q do exist, the matrices Rand S, R = Ro P and S = QSo 
can be calculated from them. The latter may be employed without change in Eqs 
(11) , (19), (20), and (22); using Eqs (12), (18), and (13), it is then possible to calculate 
concentrations of the individual components and their derivatives with respect 
to the parameters. 

Among reversible groups there is at least one the components of which cannot 
change into components of other groups. Such a group has just one zero eigenvalue; 
all the eigenvalues of the other groups are negative. If such a group is just one, 
there is a single zero eigenvalue in the whole system, and the respective eigenvectors 
have the form rin = 1 for all the components i in all the groups, and Sni = c~ , 
where c~ is the equilibrium concentration of the i-th component, which is of course 
zero for the components of the other groups. If, however, there are several such 
groups, each such group has one corresponding zero eigenvalue. This degeneracy 
does not prevent the definition of the matrices R, S, because the components of one 
of such groups cannot change into components of other such groups. rip then indi­
cates which relative part of the i-th component passes after completion of the reaction 
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into the group which contains the respective eigenvalue Ap = 0; it holds L>"ip = I, 
p 

with summation running over those p for which }' p = O. The equation Spi = c~ 
holds for components i from that reversible group which contains the eigenvalue 
Ap = 0, while for components of the other groups Spi = O. Here, c~ has the meaning 
of an equilibrium concentration of the i-th component in the isolated group COIl­
taining the eigen-value Ap = 0 only. Universal equilibrium concentrations of the whole 
system do not exist, because the final state depends on the initial state of the system. 

To calculate derivatives of concentrations with respect to the rate constants, one 
must first define an independent system of parameters. The rate constants may be 
divided into two groups, namely, reversible cOllstants characterizing reactions inside 
each reversible group and irreversible constants characterizing transitions between 
different reversible groups. The irreversible constants are independent and derivatives 
with respect to them may be calculated using Eq. (26). If, however, there is more 
than one zero eigenvalue in the whole system, the summation with respect to q must 
run also over indices corresponding to zero eigenvalues, because /"mq - r lq = 0 
for }'q = 0 is not generally valid in this case. Independent reversible parameters 
inside each reversible group may be introduced using Eq. (24). Derivatives with 
respect to these parameters may be calculated using Eqs (27), (28'); for the summation 
with respect to q, the same is valid as for Eq. (26), while in Eq. (28') in the summation 
with respect to m only those indices III are considered which belong to the same rever­
sible group as component l. If also the irreversible constants were replaced by the 
parameters wij according to Eq. (24), Wji being zero for j > i, the derivatives of con­
centrations with respect to In RI would be calculated according (0 Eq. (28), and for 
irreversible W lm , derivatives with respect to In Wlm would be identical with derivatives 
with respect to In kim' Let it be noticed that the values oti)iJk lm , otij/OW lm , and 
Olij/oR I are nonzero only if the components of the reversible group containing the 
component i may change (either directly or through intermediates) into components 
of the group containing the component 1 (including the case where both i and I 
are in the same group), and at the same time, components of the group containing 
the component I may change into components of the group containing the com­
ponent j (again including the case where 1 and j are in the same group). 

Let us consider now the case where the system contains at least one pair of very 
close eigenvalues corresponding to different reversible groups. In this case, the 
matrices P, Q are rewritten as P = prps and Q = QSQr; for the sake of simplicity, 
we further omit the distribution of indices into reversible groups, which for the 
triangular matrices P, pr, ps, Q , Qr, and QS only indicates that off-diagonal elements 
corresponding to two indices from the same group are zero, and denote the element 
(i, j) of the matrix ps by a simplified symbol P~j instead of (PS)ij and similarly for the 
matrices QS, pr, Qr, P, Q, and F. The matrices ps, QS are chosen according to Eqs (30) 
and (31), with Fij replaced by Aij; the elements Aij are suitably chosen below, being 
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nonzero only if }'i and }'j are very close (and belong to different reversible groups): 

J 
p~J = L: AisPU(Aj - A;) , (34) 

s=i+ 1 

j-I 

Q~J = L: Q~.Asj!(Ai - AJ, (35) 
s = i 

further, P~i = Q~i = 1. Hence, (Qst l = ps, and thus also (Qrtl = pr, because 
Q-l = P. It also holds that Qri = P~i = 1, and for the other elements of the matrix 
pr we derive 

i i i-I 

P~I = L: PsrQ~1 = ( L: (Ar - As) PsrQ~i - I (Ar - Ai) PsrQ~i)!(Ai - }·s) . 
r=.+1 

In the first summation we substitute for Psr using Eq. (30), while in the second one the 
substitution for Q~i is carried out using Eq. (35), and the order of summation indices 
is interchanged: 

I r 1-1 i-I 

P;i = (I L: FsmPmrQ~i - L: I PsrQ:jAji)!(Ai - As) = 
r=.+lm=s+l r=sj=r 

i i i-I j 

= ( I L: FsmPmrQ~i - L: L: PsrQ;jAji)!(}' i - As). 
m=s+l r= m j =s r=s 

Now, the substitution for 

i j 

I P mrQ:i = P~i and L: PsrQ~j = P;j 
r=s 

yields the final expression 

i i-I 

P~i = ( L: FsmP~i - L: P;jAji)!(Ai - AS) . (36) 
m=s+l j=s 

If the values of Aji are given, it is possible, by employing Eq. (36), to calculate the 
off-diagonal elements of the matrix pr so that we start with i = 2 and increase the 
index i one by one; for each fixed i, we start with s = i-I, and decrease the index 
s one by one. The Asi values are chosen simultaneously with the calculation of the 
P~i values using Eq. (36). If Ai is sufficiently different from As, we choose 

i i-I 

P;i = ( I FsmP~i - I P;jAji)!(Ai - As), Asi = O. (37) 
m=s+1 j=8+1 
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This choice may also be employed in the case where Ai and A. are very close, but also 

i i-I 

I FsmP~i - I P:jAjl 
m=s+1 j =5+1 

is so small, that after dividing we obtain a value for P~i which is not too high to cause 
a loss of accuracy in the calculation. In the opposite case we choose 

i j-l 

P;i = 0, Asi = I FsmP~i - I P~jAji. (38) 
m=s + 1 j = s + 1 

Let it be pointed out that the choice by Eq. (38) is not unambiguous: to satisfy Eq. 
(36), we may choose P: i arbitrarily with the only restriction that it should not be too 
high, and calculate Asi from Eq. (36). The choice according to Eq. (38) has been made 
because it is the simplest way. Using Eqs (37), (38) and the relation P;i = 1, we can 
obtain the matrix pr and hence by its inversion according to Eq . (32) the matrix Qr. 

Let it be pointed out that from Asi =1= 0 it does not follow that Q:i = O. 
Similarly to Eq. (36), we may derive 

5-1 s 

Q;s = ( I Qr~F ms - I AijQjs)!(A i - As) . (39) 
m=i j=i + l 

The relation (39) is not suited for the calculation of the Qrs values, if the Ais and pr. 
values have already been calculated from (37) or (38), because due to the loss of ac­
curacy the matrices pr and Qr thus calculated do not satisfy the relation prQr = E 
with sufficient accuracy. On the other hand, however, the matrix Qr and the Ais values 
may be calculated from the equations 

s-1 ,-I 

Qr~ = ( L QrmF ms - I AijQjs)!(A i - }'s) , Ai. = 0 (40) 
m=i j=i+l 

which are used if Ai is sufficiently different from As, or if at close Ai and As the value 
Q:. is not too high to cause a loss of accuracy; or from the equations 

0-1 ,-I 

Q;s = 0, Ais = I Q:mFms - L AijQjs, (41) 
m=i j=i+l 

which are used in the opposite case. The matrix pr is then obtained from the matrix Qr 
thus obtained by the inversion according to Eq. (33). However, the pT, QT matrices 
and Ais values obtained by employing this procedure are different from those ob-
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tained by Eqs (37), (38), (32), which is a consequence of the ambiguity of choice 
in Eq. (38). On the other hand, both sets give the same matrices T and RUS. 

In order to calculate the time dependence of concentrations , let us now calculate 
the matrix T . We have 

where we have put Rr = Ro pr, sr = Qrso . The matrix PSe" IQS remains to be found. 
For this purpose, let us first distribute the eigenvalues into groups so that }' i and )j 
fall into the same group, if Aij =!= 0 or if Aji =!= 0, or if there is such a sequence of indi­
ces starting with i and ending with j that for its each two adjacent indices r, s, either 
Ars =!= 0 or Asr =!= 0 is valid . Aij may differ from zero only if Ai and Aj are close, 
i.e. I)'i - }'jl < e where e is the limit below which the eigenvalues Ai' }'j are regarded 
as degenerate. If the group contains Il eigenvalues, then for each two of them it holds 
that IAi - Ajl < (n - 1) e. Thus, all the eigenvalues in the same group are very close. 
The element (i, j) of the matrices P" Q"' PSe" IQS may be nonzero, only if }' i and )'j 
fall into the same group. Hence, these matrices decompose into blocks, each of which 
corresponds to one group of degenerate eigenvalues. In particular, in the row and 
column corresponding to a nondegenerate eigenvalue, only the diagonal element 
is nonzero, For the elements P~j' Q~j of matrices ps, Q', expressions (34), (35) are valid, 
in which it is sufficient to consider only those values of j and s which are in the same 
degenerate group as the index i, because otherwise we have either Aij = 0, or Ais = 0; 
the same holds for the elements of matrices ps and QS, From (34), (35) we der.ive 

(42) 

(43) 

In Eqs (42), (43) the summation is carried out over all the choices of 1'1 ' 1'2 ' "'. "u, for 
which j < 1'1 < 1'2 < '" < 1'u < j, including u = 0, when the numerator is A;j' Of 
course, the values of 1'1 , 1'2' .•. , I'u are chosen only from that degenerate group which 
contains i and j, because otherwise the numerator is zero. If between the indices i and 
j there are 11 further indices of the same degenerate group, the sums in the equations 
have 2n terms, because each of these 11 indices may be either chosen or not chosen 
for the sequence 1'1' 1'2 ' ... , I'u' 

By using Eqs (42), (43), we obtain for (PSe"IQS)iJ ' i < j 

(PSeAtQS);j = I Air,Ar'fl ,., ArU_lruAruj FU+l(A;, Ar" ).'" .'" }'ru' Aj), (44) 
fl,f2,·· · .t" 
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where the summation is carried out as in Eqs. (42), (43), and 

m m 

Fm - I(x I' x2 • ... , xm) = L [exltj TI (Xi - xJ] . 
i = 1 j= 1 

j*i 

1205 

(45) 

]n particular, if between the indices i, j there is no other index of the same degenerate 
group, we have 

if, however, there is a single index /' of the same degenerate group, it holds that 

and if there are two indices r < s of the same degenerate group, it holds 

For i = j , (PSel\ tQS)ii = e'lt . 

In our case all the Xi values in Eq. (45) are very close, because the }' i in question 
belong to the same degenerate group. For this reason , the function Fm-l(x 1 , X 2 , •.• 

... , xm) cannot be calculated using Eq. (45) because of the loss of accuracy. The 
function can be calculated so that the function eXit is expanded in a Taylor series 
in a suitably chosen point Xo (common for all the xJ Xo is selected inside the interval 
which comprises the Xi values (we may choose e.g. one of the Xi values or their 
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arithmetic mean). The result of the expansion in a series and offurther rearrangements 
is that 

m-i _ Xa t 00 ts +m
-

l 

F (Xl' Xl' ... , Xm) - e L Xs , 
. = 0 (s + In - 1)! 

(46) 

where Xo = I, 

Xs = L I1 (M~I/(Si! JSI)) ; (47) 
5'.52 .... i= 1 
1~:SI:;::S 

the product is formed over all the i for which Si > 0, and the summation is per­
formed over all the choices 05 1,51 ,53 , ••• ; Si non-negative integers, which fulfil the 
condition 

L iSi = s, and 
i=1 

m 

Mi = L(Xj - XO)i . 
j=l 

The explicit expressions for Xi for i = 1 to 7 are 

Xl =M l , 

X 2 = IMi + IM 2 , 

X3 = ~Mi + IM1M2 + }M3' 

X4 = -AMi + iMiM1 + ~M~ + }M1 M 3 + iM4 , 

Xs = ,~oM~ + ~MiMl + ~MIM~ + i;MiM 3 + i;MlM3 + ±Ml M4 + ~Ms, 

X6 = ~oM1 + isMiM2 + ftMiM~ + isM~ + -AMiM3 + i;MIMlM3 + -AM~ + 
+ ~MiM4 + ~M2M4 + ~MIMs + iM6' 

X 7 = SOI40M; + 2!OM~M2 + isMiM~ + -1-sMIM~ + i2MiM3 + i2MiM2M3 + 
+ -f.tM~M3 + -AMIM~ + -AMiM4 + ~MIM1M4 + '-0.M3 M4 + toMiMs + 
+ ¥oM2 M S + iMIM6 + tM7' 

Xs may also be calculated using the following expression, recurrent with respect to the 
number of arguments In 

. 
X.(X l ) = (Xl - XO)', XiXI' X 2 , .•. , Xm) = L (Xm - XOY' Xs -I<:CX l' X 2 ,· .. , Xm- l ). 

1<=0 

(47') 

Here we have explicitly shown to which Xj quantities the respective X. is related. 
A proof of the validity of Eqs (46), (47), and (47') is given in the Appendix. 
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Using Eqs (44), (46), and (47) or (47'), it is now possible to obtain the matrix 
PSe " IQS. The calculation is most suitably carried out by selecting one of the Ap 
values of the respective degenerate group for Xc' In such a case, the X. values do not 
depend on the fact if the index p has been or has not been chosen for the sequence 
in the summation in Eq. (44), and number of sets of X S values needed for the calcula­
tion is reduced to one half. If the arithmetic mean from Xj values were chosen for Xc, 

the expressions for Xs would be considerably simplified with respect to M 1 = 0, 
but X o would depend on the choice of the sequence, and the (Xj - xo)1 values would 
have to be calculated again for each choice. Eqs (44), (46) and (47) or (47') may 
also be used if some pairs or groups of Ap values are exactly equal, even though they 
have been derived only for the Ap values pairwise different. The validity of the equa­
tions for this case follows from the continuity of the solution of a differential equation 
as a function of a parameter. In this case, Ap with the highest (exact) degeneracy 
is chosen for Xo. Let it be pointed out that the function e.g. F2(Aj , Aj, Aj) cannot be 
replaced by the function FI(Aj ' AJ The series in Eq. (46) converges very rapidly, 
because all the Xj values are very close to Xc, so that the X. quantities decrease very 
rapidly with increasing s; two or three members of this series are usually sufficient 
for the calculation of the series. If all the arguments of the function Fm

-
I are exactly 

equal (i.e. if Xl = X 2 = ... = xm),itholdsthatFm-l(A,A, ... ,A) = e1t
tm

-
1/(m - 1)" 

From the matrix PSe" IQS and matrices Rr, Sr, the matrix T is calculated from 

(48) 

using this matrix, time dependence of concentrations is calculated from Eq. (12). 
In order to calculate the derivatives of concentrations with respect to a para­

meter, we introduce the matrix Ur = P'UQ', and rewrite Eq. (18) to 

or 

It also holds that 

aT 
ap 

aT 
ap 

Rrp·UQ·sr, 

Rrursr. (49) 

(50) 

because according to Eq. (45), Fl(A'm' An) = (el.mt 
- el. .. t)/(Am - An) for Am =+= An 

and according to Eq. (46), Fl(Am' Am) = telm', if we choose Xo = Am' The matrix 
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So(oKJop) Ro is not triangular, but only block-triangular with respect to blocks 
of the reversible groups. For this reason also the matrices QrSo(oKjop) Ro pr, U, 
and Ur are only block-triangular, but not triangular. Eq. (50) is then rewritten to 

whence 

Let us now introduce a four-index quantity Djklj by using the relation 

k j 

Djklj = L L P~mQ:"kP~nQ~j F1(.A.m, )'n) , (51) 
m=i n=1 

which particularly for i = k and 1 = j becomes Diijj = FI(Aj' AJ Hence we obtain 

(Ur);j = L (sr oK Rr) Dildj . 

k,l op kl 

(52) 

In Eqs (51), (52) i ~ k; i, m and k belong to the same degenerate group; k and l 
belong either to the same reversible group, or components of the group containing k 
may change directly or through intermediates into components of the group con­
taining l (otherwise (sr(oKjop) Rr)kl = 0 would hold); l ~ j; I, n andj again belong 
to the same degenerate group (which may be different from the group containing 
i, m and k). For nondegenerate indices j andj, Eq. (52) has the same form as Eqs (19), 
(20) and (22): 

For the other cases the formulas for D jk1j have been derived in the Appendix. 
F or a case where )'j and Aj belong to the same degenerate group or are very close 
to each other (Aj and Aj may not belong to the same degenerate group, even if they 
are very close, if Aij = 0 or Ajj = 0), we have for i :f: k 

Djkjj = L Ajr1Aqr2'" Aru_1ruAruk Fu
+

2(J'i> )'r1' Ar2 , ... , )'ru' Ak' Aj), (53) 
fl,rl, ... ,ru 
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where the summation is carried out as in Eq. (42) ; for I *' j, 

51.S2, .. . • 5 ... 

where the summation is carried out similarly to Eq. (42); and finally, for i *' k, 
I*, j 

(55) 

where the summation is carried out over all the choices rl' 1"2' . .. , r u , SI' S2" '" S" 
for which it holds i < r l < r2 < ... < ru < k and I < SI < S2 < ... < Sv < j , 
including u = 0, where the first factor is Ajk, and/or v = 0, where the second factor 
is A lj . 

The functions Fu+2, p+2 and F u+v+3 which appear in these relations are calculated 
using Eq. (46). If Aj and Aj are not close enough, Eqs (53), (54) and (55) also hold, 
but are not suited for the calculation of Djklj, because the series in Eq. (46) converges 
slowly. For this case we introduce first 

and after that 

k-l 
= (L G~-l(Xl' X 2 • ... , Xm) ASk - G~-2(Xl ' X2' ... • Xm-I))!(Xm - Ak) , 

,=i 

G?k(X 1) == Gil,(X 1). By using these quantities, the D jk1j values are expressed as 

Dikjj = L AlrlArl12 ... Aru _IruAruk[e"tGjtl(Aj. Arl • }'r2' ...• Aru' Ak) + 
11,r2,···,ru 

+ t Fm(Aj, Arl • }'r2' ... • Arm) Gjt l-m(Arm• Arm + I' ...• Aru' A.) + 
m=l 

(56) 

for i =l= k; the external summation is carried out as the summation in Eq. (42); 

Collection Czechoslov. Chern. Commun . [Vol. 45] [1980] 



1210 lakes: 

DIlIj = e1.tGIj(A.j) + 
+ L A)s ,As,s> ' " Asv_,svAsvi[el.,tGrt1(A), As" A", "" Asv' Aj) + 

+ L FO(A), As" AS2 ' .. " AsJ Grt 1- O(Asn, ASn +,' .. " }'sv ' )' i) + 
0=1 

(57) 

for I =f= j; the external summation is carried out similarly to Eq . (42); and eventually, 

u 

+ L Fm(Aj, Ar" A", " " ArJ G~/1-m(Ar=' Ar= +1' " " Aru ' Ak) + 
m = 1 

v 

+ L F"(A), As" AS" .. ,' AsJ Gr: 1- n(Asn, ASn+" .. " Asv' Aj) + 
0=1 

(58) 

for i =f= k and I =f= j, the first external summation being carried out as in Eq,-{«2) 
and the second external summation being carried out similarly, In Eqs (56) , (57), (58) 
there appear the functions FP of arguments of the same degenerate group only, so that 
they may be calculated using Eq, (46), where the series converges quickly, 

After calculating the Dildj values using Eqs (53), (54), and (55), or (56), (57), and 
(58), the matrix Ur is calculated by means of Eq, (52); the matrix 8Tj8p is calculated 
by means of Eq, (49), and eventually the vector 8Cj8p is obtained from Eq, (13), 

Application to a Polymeranalogotls Reaction 

The equations derived above are applied to the reaction of a chain of reactive groups, 
in which the rate constants depend on the number of adjacent groups (none, one, 
or two) already reacted, If we denote the unreacted group by X and the reacted 
one by Y, we have 

.. ,XXX .. , ~ .. , XYX .. " .. ,XXY .. , ~ .. ,XYY .. " 

.. ,YXY .. , ~ .. , YYY .. ,. 

Such a reaction is called polymeranalogous, because it resembles the polymerization 
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reaction, kl' k2' and k3 corresponding to the rate constants of initiation, propaga­
tion, and termination by recombination, respectively. 

In order to investigate the reaction kinetics of the polymeranalogous reaction, 
it is quite sufficient to examine the time dependence of concentrat ions of the se­
quences YXn Y. Keller2 obtained a solution to kinetic equations by assuming that the 
probability of XX being followed by X is independent of what precedes XX. Arends3 

found a solution by assuming the same, but employing a somewhat different procedure. 
Keller4 used an equivalent assumption, namely, that the concentrations of YXnY 
decrease for n ~ 2 in a geometric series with 11, and arrived at the same results. Alfrey 
and coworkers5 used a different assumption and obtained a solution to the equations 
numerically. McQuarrie and coworkers6 obtained simpler differential equations 
by expressing kinetics in concentrations of the sequences X n. 

When using the procedure described in this paper, we must obtain the matrix T 
as a function of time. The time dependence of the element Tkm gives us the time de­
pendence of concentration of the sequence YXm Y, if only the sequences YXk Y were 
present at the beginning of reaction (i.e., e.g., a polymer regularly reacted at each 
k + I-th group). As we disregard the concentration of reacted groups Y, it does not 
hold that Lei = 1. All the reactions are irreversible, so that each reversible group 
contains a single component, the matrices Ro, 50 are unit matrices, the matrices 
F, K are identical , the same are the matrices P, R and the matrices Q, 5. Eqs (30), 
(31) may be rewritten as 

m-l 

Rkm = (Kkm + I KksRsm)/(Kmm - Kkk) (59) 
s=k+l 

and 

m-1 

Skm = (Kkm + L SksKsm)/(Kkk - Kmm) . (60) 
s=k+1 

The sequences YXn Y as components of the reaction scheme must be arranged with 

decreasing n. The matrix K then is 

6 5 4 2 

................ ........ . . .......... .. ......... ... .. ......... ................. 

6 -2k2 - 4k1 2k2 2k1 2k1 2k1 2k1 
5 0 -2k2 - 3k1 2k2 2k1 2k1 2k1 
4 0 0 -2k2 - 2k1 2k2 2k1 2k1 

0 0 0 -2k2 - k1 2k2 2k1 
2 0 0 0 0 -2k2 2k2 
1 0 0 0 0 0 -k3 
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i.e. KII = -k3' Kkk = -(k - 2) kl - 2k2 for k ~ 2, K k + 1 •k = 21<2 ' Kmk = 2kl 
for m ~ k + 2, Kmk = 0 for m < k. From Eqs (59) and (60), we obtain 

0-1 

Rn +r.r = (2kl + 2kl I Ri +r.r + 2(kz - k 1) R n- 1 +r.r)/(nk 1) for r ~ 2, 
i = 1 

and 

n-I 

Sn +r.r = -(2kl + 2kl I Sn+r.i+r + 2(1<2 - k 1) Sn+r.r+ 1)/(nk 1) 
1=1 

for ,. ~ 2. 

Hence it can be seen that for ,. ~ 2, Rn +r.r and Sn+r.r depend only on 11; if they are 

denoted respectively by Rn and SII' and if we also put 2k21kl - 2 = x , we obtain 

0-( 0-( 

Ro = (xR n_ 1 + 2 I RJIII and Sn = -(xSn_ 1 + 2 I SJ/I1 . 
i = 0 1= 0 

It can be seen from these recurrent equations that Ro and Sn are polynomials of the 

II-th degree in the variable x; it is then easy to derive that 

and 

(dkRnjdxk)x =o = n + 1 - k, (dOSnjdxO)x=o = (_l)n, 

(dn-ISn/dxn-l)x=o = 2( -1)" , (dn-2Sn!dxn-2)x=o = (-1)", 

n Xk 

Rn+r.r = I (n + 1 - k) -, r ~ 2, 
k=O k! 

S+ = _In -+2---+ - --
(

xn xn-l x o - z ) 

n r.r ( ) n! (n - I)! (11 - 2)! ' 
r ~ 2. 

According to Eq. (11), 

n 

Tn+r.r = L R n + r •m + r exp (-(x + m + r) kit) Sm +r.r = 
m=O 

= exp (-(x + r) kit) L I ((n - m + 1 - k) xkjk!)( _1)m (xmjm! + 
m=O k=O 

(61) 

(62) 
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In the double sum we first perform summation at constant k + III; the internal sum 
is expressed by means of the binomial theorem, and in the external slim the summation 
index k + 111 is again denoted by k. Hence, 

Tn +r.r = {I (II + 1 - k) (x{1 - exp (-klt))Yjk! -
k = O 

0 - 1 

-2exp(-k\t)I(1I - k)(x(1 - exp(-k\t)))kjk! + 
1< = 0 

0-2 

+ exp (-2kll) I (n - 1 - k)(x(1 - exp ( - k\l)))kjl-:!) exp (-(x + r) kll). 
k = O 

Further rearrangement gives the final relation 

where u = x(1 - exp (-kit)) and Sm = I ukjk!. All the relations derived so far, 
k = O 

including Eqs (61), (62), (63) , hold also for r = 1, if kl + k3 = 2k 2 • 

To+r.r given by Eq. (63) gives the time dependence of concentration of the sequence 
YXrY, if at the time t = 0 only the sequence YXo+rY was present in unit concentra­
tion. If we want to recalculate the concentration to the unit concentration of X, we 
must calculate To+r.rj(n + r). For n going to infinity, this expression goes to the 
limit (1 - exp(-k1tWexp(u - (x + r)kl1), because the Sm values which appear 
in Eq. (63) go to the limit eU

• The limit agrees with Eq. (14) of ref. 4 (after correcting 
the incorrect sign before nkot). By comparing the limit with Eq. (63), one can see 
that the limit is attained, if both rand u may be neglected with respect to n. This 
is a condition allowing us to neglect the effect of chain termination. If this condition 
is not satisfied, but n is sufficiently large compared to u, the Sm values in Eq. (63) 
may be replaced by eU

• In this case we have 

r ~ 2. (64) 

Eq. (64) allows us to estimate the error caused by neglecting the effect of chain ter­
mination in the chain of reacting groups. 

For kl + k3 =+ 2k2 , let us put (kl + k3 - 2k2 )/k1 = y. For m = 1, only the 
denominator changes in Eq. (60), so that 
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Sn+I,1 = (-It(xn/n! + 2xn
-

I /(n - I)! + xn-Z/(n - 2)!) n/(n - y) = 

= (_x)n-2 ((x + n)Z - n)/((n - I)! (n - y)) . 

For RIl + 1,1' we obtain from Eq. (33) 

Jakes: 

Rn+ 1,1 = - l: (l: (n + 1 - s - k) xk/k!)( _X)·-2 ((x + S)2 - s)/((s - I)! (s - y)) 
s=1 k=O 

and further from Eq. (11) 

Tn +1.1 = 
n .-2 (x + 5)2 _ s e-(x+y+l)k,1 _ e-(x+.+I)k,1 n-s Xk 

- l:(-X) ---- l: - x 
s= I (S - I)! s - y k=O k! 

x (n + 1 - s - k) . (65) 

If y is close or equal to a positive integer m, a loss of accuracy occurs in the /11-th 
term of the sum in Eq. (65). This loss of accuracy is removed similarly to Eq. (20). 

Appendix 

Eqs (46), (47), (47') and (53) - (58) are suitably derived by employing the apparatus 

of divided differences. The usual notation f[ x I' X2' ... , xmJ for the m - I-th divjded 
difference of the function f(x) is not suited for this purpose, however, because in this 
notation the form of the function f(x) and, if f is a function of several variables, the 

variable with respect to which the divided difference is formed cannot be expressed 

explicitly. For this reason, we introduce for the m - I-th divided difference the 
expression Llm-I{x = XI' X 2 , ... , xm} f(x). Eq. (4) on p. 247, ref.?, becomes 

m m 

Llm-I{x = XI' X2' ... , xm} f(x) = l: (f(xJ/ TI (Xi - Xj )) , m ~ 1 . (66) 
i=1 j=1 

j*i 

Especially for f(x) = ext, we have 

For the divided differences, it holds that 

Llm-I{X = XI' Xl' ... , Xm } f(x) = 

= Llm-s{y = Xs ' Xs + 1, ... , Xm} (LlS-I{x = XI' X2, ... , Xs - I , y} f(x» (67) 

Collection Czechoslov. Chern. Commun. [Vol. 45] [1980) 



Kinetics of a Monomolecular Reaction 1215 

LlU +V-I{X = XI' X 2 , ••• , Xu, .1'1' )'2' . .. , Yv} f(x) = 

= Llu-I{x = XI,X2, oo.,Xu}(f(X)!11(X - yJ) + 
i = 1 

u 

+ Llv-I{y = YI' j'z , oo ·,YV} (f(y)! 11(Y - Xi)) (68) 
i = 1 

Ll m- I {x = XI ' X2, 00., Xm} (f(x) g(X) = L (Ll 5
-

I{x = XI' X2, 00., XS} f(x)) x 
5= I 

(69) 

00 

L f(')(x o) Llm-I{X = XI' X 2 , 00 " Xm} (x - XO)'!"! (70) 
r -= m-l 

Llm-I{X = XI' X 2 , 00' , Xm} (x - XO)5 = L 11 (Xi - xoy·, 
fl.r2 . . ... f rn 1=1 

fl + r2+ ... + rrn =s+ I - m 

s ~ 0 (71) 

Llm-I{X=XI , X2, oo "Xm}(X-Xo)5= L 11M~'!(si!i5'), S~O, 
S'.S2.... i = 1 

1~l i , l =s+l-m (72) 

where Mi = L (Xj - xo)i. £q. (70) holds, if the function f(x) may be expanded 
j =1 

at the point X = Xo in the Taylor series which converges to the function f(x) in all 
the points X = XI' x 2 , '00, Xm. In Eq. (71), the summation is carried out over all the 

m 

non-negative integers /'1 ' /'2' ... , I'm' which fulfil the condition L ri = S + 1 - m . 
i = 1 

In Eq. (72), the product is formed over all the i for which Si > 0, and the summation 
is performed over all the non-negative integers SI' 52 ' 00 " which meet the condition 
L iSi = S + 1 - m. For S < In - 1, the sums on the right-hand sides of Eqs (71), 
j=l 

(72) are empty, so that the right-hand sides are zero. For S = m - 1, there is only 
one addend of unit value in the sums, so that the right-hand sides are unity. The 
right-hand side of Eq. (71) may also be calculated by employing the subsequent 
relation, recurrent with respect to m: 

5+I-m 
Ll m

-
1 {x = XI' X2, ... , xm} (x - XO)5 = L (xm - XO)k X 

k=O 

x Ll m- 2 {x = XI' X2' 00., xm-d (x - XO/ - I
-

k
, S ~ O. (73) 
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Eq. (67) for s = m - 1 follows from Eq. (6) on p. 248 of ref. 7
. By an In - s-fold 

application of the equality for s = m - 1 to the left-hand side of Eq. (67), we obtain 
a chain of m - s operators .1 1 and the operator liS - I, and by a reverse application 
of the equality to the chain of operators Li l starting from the right, we obtain the 
right-hand side of Eq. (67). Eq. (68) follows from the direct substitution of the 
definition relation (66) into its right-hand side. For m = 2, Eq. (69) is obtained by 
direct substitution from the definition (66). For m > 2, Eq. (69) is proved by complete 
induction ; the induction transition is performed by first using Eq. (67) for s = m - 1 
and then using the validity of the relation to be proved for m = 2 in the last term 
of the sum with respect to s. If in definition (66) the function f(xJ is expanded in the 
Taylor series at the point xo, we obtain the right-hand side of Eq. (70), the summation 
with respect to r being carried out starting with zero instead with m - 1. We shall 
prove later that terms of the sum for r = 0, 1, ... , m - 2 are zero, which proves 
the correctness of Eq. (70). From Corollary on p.250 in ref. 7

, Lim-I{x = 

= Xl' X2, ... , Xm} (x - XO)" = ° for s < m - 1 and Lim-I{x = XI' x2, ... 
... , xm} (x - xo)" = 1 for s = m - 1. Hence follows the correctness of Eqs (71), (72) 
for s < m and the fact that terms of the sum on the right-hand side of Eq. (70) 
are zero for r = 0, 1, ... , m - 2. The sum on the right-hand side of Eq. (73) is empty 
for s < m - 1, while for s = m - 1 the only term in the sum is unity. Hence it 
follows that Eq. (73) is correct for s < m. For s ~ m we apply Eq. (69) with f(x) = 

= (x - XO)S-I, g(x) = x - Xo to the left-hand side of Eq. (73), whence 

Lim-l{X = XI' X2, ..• , xm} (x - xo)S = Lim-2{x = Xl' X2, ... , X m_ l } (X - XO)S-l.t- . 

+ (Xm - XO) .1 m -I{X = XI' X2, ... , Xm} (x - XO)S-I . 

Eq. (69) is repeatedly applied to the operator Li m
-

l in the last term of this equation 
until the term containing the operator .1 m

-
1 becomes zero. In this way we obtain 

the right-hand side of Eq. (73), and Eq. (73) is proved. For m = 1, Eq. (71) is the 
identity (Xl - xo)S = (Xl - xo)S; for m > 1, it follows from Eq. (73) by complete 
induction with respect to m. 

In order to prove the equality between the right-hand sides of Eqs (71) and (72), 
let us first expand the product IT M~' with the condition L: iSi = S + 1 - m. 

i=l i=l 

This product is the product of Sl factors M l , of S2 factors M 2 , of S3 factors M 3 , etc. 
To each of the Sl factors M l' we assign one of the numbers 1, 2, ... , S + 1 - m, 
to each of the S2 factors M 2 we assign two of these numbers, to each of the S3 factors 
M 3 we assign three of these numbers, etc., all the numbers assigned being chosen 
to be pairwise different. With respect to the equation L: iSi = S + 1 - m, all the 

i=l 

numbers 1,2, ... , s + 1 - m are just exhausted in this way. The expanded product 
is obtained so that of each of the Sl + S2 + S3 + ... factors, one of the (Xl - xoy, 
(X2 - xo)l, ... , (xm - xo)1 values is chosen, the chosen values are multiplied by each 
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other and the products are summed up for all the possible choices (the number 
of which is m'l +S2+ S,+ .. ) Now for each choice we define the assignment of numbers 
1, 2, ... , s + 1 - m to the numbers 1, 2, ... , m, so that those of numbers 1, 2, . .. 
... , s + 1 - I1J which are assigned to a certain factor Mi (their number being i) 
are assigned to the number j (j being one of the numbers 1, 2, .. . , 111), if (x j - XO)1 
was chosen from this factor Mi' Two different choices yield different assignments, 
because in the case of a change in the choice even in a single factor, the numbers 
assigned to this factor are assigned to another of the numbers 1, 2, ... . /1J . Let in thi s 
assignment, r 1 of the numbers 1, 2, ... , s + 1 - m be assigned to the number 1, r z 
of them be assigned to the number 2, r3 of them be assigned to the number 3, and 

so on. Obviously, we then have L rj = 5 + 1 - m. In the choice corresponding 
j=l 

to such an assignment, we obtain after multiplication of the values chosen the value 
m 

TI (Xj - xo)'J· 
j=1 

Let us now examine all possible assignment in which r 1 , "2 ' . . .. r01 of the numbers 
1,2, ... , 5 + 1 - In are assigned to the numbers 1, 2, ... , m , respectively, the as­
signments differing only in the order of the rj numbers assigned to the same j being 
regarded as identical. If we now permute the numbers 1, 2, . .. ,5 + 1 - m, each 
assignment either does not change or changes into another assignment with the same 
r l , rz, . . . , rm' Thus, each permutation of numbers 1,2, ... , s + 1- In defines 
a permutation of all the assignments considered here , and by a suitably chosen permu­
tation any assignment may be changed into any other. Consequently, permutations 
of assignments fo~m a permutational transitive representation of the permutation 
group of s + 1 - m elements S5+1-m' The matrices of this permutational repre­
sentation cause only permutations of components of the vectors which they apply to; 
owing to transitiveness, each component of a vector may be transformed into any 
other component of this vector. Hence, a vector is invariant with respect to all the 
matrices of this representation then and only then if all of its components are identical. 
This means that this representation contains the identical representation just once. 

Let us further introduce a permutation P of numbers 1, 2, ... , 5 + 1 - m , the 
cycles of which are formed so that into each cycle we put all the numbers assigned 
to the same factor Mi' We thus obtain the permutation P as a product of 52 tran s­
positions, of 5 3 cycles of the length 3, of 54 cycles of the length 4, etc.; 5 1 numbers 
assigned to factors M 1 remain invariant in the permutation P. Let it now be asked 
which assignments of the numbers 1, 2, ... , s + 1 - m to the numbers 1, 2, ... , m 
are obtained from the choices in expanding the product TI Mfl. The answer is that 

i=1 

these are the assignments where for all the factors all the numbers assigned to the 
same factor Mi (i in number) are assigned to the same of numbers 1,2, ... , m. This is 
fulfilled, however, only if the assignment does not change with the permutation P. 
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Hence, of all possible assignments considered in the preceding paragraph (i.e. 
of those which assign r 1 of the numbers 1,2, .. . , S + 1 - m to the number 1, r2 

of them to the number 2, ... , r m of them to the number m) we obtain, after expanding 
the product TI M~', those which are invariant with the permutation P, each of them 

i=l 

once. The number of these assignments equals to the character of the permutation P 
in the representation introduced in the preceding paragraph, because in the matrix 
of permutational representation there is unity in the diagonal, if the element cor­
responding to this row remains unchanged in the permutation under consideration, 
and there is zero in the diagonal, if the element changes into some other element. 
Hthis character is denoted by 1.~::~~.: :.rm, we obtain 

TI M~' L l:::;~::: 
i=1 tl.fl.· ... t rn 

(I +r2+ .. . +rm ::::: S+ l-m 

m 

TI (Xj - xo)'J , 
j= 1 

where the summation runs over all the non-negative integers r1 , r2' ... , rm' which 
meet the condition rl + r2 + ... + r m = S + 1 - m. If we multiply each character 
by the number of permutations in the corresponding class of equivalent permutations, 
sum up over all the classes, and divide by the number of elements of the group 
S.+I-m (i.e. (s + 1 - m)!), we find out how many times the identical representation 
is contained in the representation under consideration, which in our case is unity. 
A class of equivalent permutations contains all the permutations having the same 
lengths of cycles, i.e. it is characterized by the numbers SI' S2' ... , and contains 
{s + 1 - m)!j TI (Si! i") permutations. Hence, 

i = 1 

1 L 
(s + 1 - m)! ".'2 ... . 

l.~::~~::::.rm (s + 1 - m)!j TI (Si! is') = 1, 
i= 1 

':l iSt =S+l-m 

where the summation runs over all the non-negative integers SI' S2' ... , which meet 
the condition L iSj = S + 1 - m, and also 

i=l 

L TI M~'j(Si! is') = 
51 . 52. . .. i=l 

1:1 isl=s+l-m 

m 

TI (Xj - Xo)'J L l.~::~~::::.rmj TI (Si! is') = 
Ct,r2, ... ,rm j=l 51,52 ... j=1 

cl +r2+ ... +rm :;;;s+1-m i:t isi =s+l-m 
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m 

I n (x) - xo)'J . 
rl,C2 ... . ,rm j = l 

rl +r2+ ... +rm::;:::S+ I-m 

This proves the equality of the right-hand sides of Eqs (71), (72). 

Since for f(x) = eXt, there is f(r)(xo) = t r exp (xot), Eq. (46) follows from Eq. (70) , 
if Xs is given by Xs = Llm - '{x = Xl' X2, •.. , Xm} (x - xo)s +m-I, and further, the 
correctness of Eqs (47) and (47') follows from Eqs (72) and (73). If we put f(x) = 

= ext , 5 = 2, m = tI + 3 in Eq. (67), we obtain 

LlU+I{X = A;'}' r"}'rz.'· .. ' Aru ,Ak } Fl(x,}'j) = 

= Fu +2(J,;, }' r" Ar2, ... , Aru' Ak , Aj), 

and consequently, Eq. (53) is correct. Similarly, 

and consequently, Eq. (54) is correct. The respective expression in Eq. (55) may be 
written as 

By twofold application of Eq. (61), we obtain for it the value 

which proves the correctness of Eq. (55). The definitions of G;;(x) and G;k(X) intro­
duced in Eqs (56)-(58) give 

the summation being carried out as in Eq. (42). Now, if we put u + 2 instead of u 
and v + 2 instead of v in Eq. (68) and apply it to the right-hand side of Eq. (55), 
we may put the indicated sum with respect to 5 1,52 , ... , 5v after the operator Ll u + l 

in the first term, and the indicated sum with respect to rl' r2, ... , ru after the operator 
Llv+ 1 in the second term. This yields 
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Further, it holds that 

and 

k-l 
Jl{X = Xl' X 2 } G1k(X) = (L JI{X = Xl' X 2 } Gis(X) ASk - Gik(X I))!(X2 - )·d, 

I=i 

so that for m = 2 we have the same recurrent relation for 

including the case i = k. That this recurrent relation holds a lso for m > 2 can be 
proved by complete induction; the induction transition is performed by the applica­

tion of the operator Jl{Xl = a, b} to both sides of the recurrent relation and sub-

seq uent re-Iabelling of the set of arguments (a, b, X 2 , X 3 , . . . , xm) to (Xl' X 2 , •.• , xm + 1). 

Hence. Llm-I{x = XI' X 2 , ... , xm} Gik(X) = G~-l(Xl' X 2 , ... , xm), including the£ase 
j = k. Bearing in mind this equality, we obtain Eq. (58) by applying Eq. (69) to 

Eq. (74). If Eq. (68) with v = 1 is applied to Eq. (53), the indicated summation 

with respect to 1'1,1'2' • .. , "u is carried out in the second term, and Eq. (69) is applied 
in the first term , Eq. (56) is obtained. Similarly, by applying Eq. (68) with tI = 1 

to Eq. (54), carrying out the indicated summation with respect to Sl' S2' ... , Sv 

in the first term and applying Eq. (69) in the second term, we obtain Eq. (57). 
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